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ABSTRACT 

Current advanced control strategies developed in Adaptive Optics field are based on optimal techniques in order to reject 

the effect of atmosphere turbulence on the phase of wavefront of the incoming light. The widely researched LQG 

controller relies basically on models that try to capture the temporal evolution of the atmospheric wavefront. Models 

based on both Cn2 spatial priors and temporal dynamics have been proposed for SCAO and MOAO systems. The 
attractive performance of LQG is based on having an accurate model of the wavefront distortion. However, abrupt 

changes in conditions that directly affect the atmosphere produce a significant decrease in the LQG performance. To deal 

with this problem, an Active Disturbance Rejection Control (ADRC) strategy is proposed. ADRC, is an unconventional 

design strategy capable of overcoming the internal dynamics of the system and the external disturbances. The key idea is 

to treat the unknown information mainly due to atmosphere turbulence as state variable that can be estimated by an 

Extended State Observer (ESO). Instead of depending on a model, the controller draws the information needed to control 

the system from the ESO. Consequently, the control law for the Adaptive Optics system can be designed without the 

mathematical expression of the disturbances. As a result, the combined effect of the non-considered internal dynamics 

and the external disturbances is estimated and actively rejected. This contribution is focused on adapting ADRC method 

to Adaptive Optics requirements. 
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1. INTRODUCTION 

Light propagating through the atmosphere encounters turbulent regions in which air temperature, density and index of 

refraction vary. These variations result in changes in propagation speed for different rays. Consequently, an initially 

plane wavefront becomes distorted1. Effects like seeing, scintillation or speckle blurs the image. When the wavefront 

reaches the telescope, it has developed a random phase error that varies with position. As a result, the Strehl Ratio 

obtained (SR) as a measure of the image quality decreases considerably. Adaptive Optics is a strategy developed in 1953 

which aims to improve the image quality by sensing and correcting the phase distortion introduced by the atmosphere. 

From the control engineering point of view, Adaptive Optics is a really interesting problem to deal with. It is based on 

the well-known feedback control strategy. A Multiple-Input Multiple Output (MIMO) controller corrects the wavefront 

distortion by means of a deformable mirror formed by multiple actuators. The distortion is measured through a 
wavefront sensor. The key problem is dealing with the blurred wavefront, which is considered the main disturbance in 

the control system. Different projects for large telescopes demand a proper knowledge of atmospheric turbulence to 

design efficient adaptive optics system to reach large Strehl Ratios2. However, a proper characterization of the turbulence 

is not a feasible task. Proportional-Integral controller has been widely used in most applications3–5. Recently, LQG 

controllers have also been applied. It relies on model that tries to capture temporal evolution of the atmospheric 

wavefront6. Models based on both Cn2 spatial prior and temporal dynamics have been proposed for SCAO and MOAO 

systems7. However, these models have not shown accuracy enough to improve the controller performance.  

The main aim of this research is to propose a new strategy to deal with this problem. Active Disturbance Rejection 

Control (ADRC) is supposed to be an unconventional algorithm that is able to overcome the internal dynamics of the 

system as well as the external disturbances8. A state observer is capable of determining the unknown information without 

the need of an accurate mathematical model. In fact, ADRC has already been applied in almost all domains of control 
engineering reaching successful results9–11. This paper is structured in the following way. After the present section, the 
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basis of the Adaptive Optics is studied. Besides, the control scheme as well as the PID and LQG algorithms are shown. 

Then, the ADRC strategy and its application to the Adaptive Optics field are described.  Finally, the conclusions and 

future research are presented. 

2. WHAT IS ADAPTIVE OPTICS (AO)? 

One of the main problems that astronomers have had to deal with is the image distortion caused by the atmospheric 

turbulence on ground-based telescopes. The atmospheric turbulence distorts images as the light rays travel at different 

speeds along different paths. These variations in light rays’ path modify the phase producing localized phase lags/leads12. 

As a result, a turbulent phase is added to the original image wavefront entering the telescope. The concept of Adaptive 

Optics (AO) was firstly introduced by Horace W. Babcock in 195313. He suggested that the image distortion produced by 

the atmosphere could be enhanced by modifying the surface of a deformable mirror (DM). The key idea was measuring 

the real-time image distortion and adjusting the deformable mirror to compensate the turbulent phase. The main 

objective was reducing the residual phase and, consequently, reducing the image distortion.  

The standard scheme of an Adaptive Optics loop is shown in Figure 1. Generally, the wavefront distortion is measured 

by a wavefront sensor. The correction phase generated by the deformable mirror’s surface is obtained through the 

comparison between the turbulent phase and the desirable phase (target value). A bright reference star is required to 
measure the blurring caused by the atmosphere effects. Different wavefront sensors technologies have been developed. 

However, Shack Hartmann has been the most widely wavefront sensor used in Astrophysics applications. A Shack 

Hartmann sensor is formed by two main parts: a lenslet array and a position-sensing detector14.  The lenslet array creates 

a number of separated focal spots of light on the detector15 . The position of these spots is directly related to the 

wavefront slope across the lenslet. A CCD detector determines the current focal spot position. Then, the information is 

converted to wavefront slopes and it makes a wavefront reconstruction possible. 

 

Figure 1. Standard scheme of an Adaptive Optics (AO) control loop 

Many AO systems actually rely on two physically different actuator devices: a deformable mirror, whose surface can be 

deformed using a grid of piezo-electric or electromagnetic actuators, and a two degree of freedom tip-tilt mirror, that is 

usually a flat mirror able to correct tip and tilt effects12. In practice, the deformable mirror is not able to compensate all 

turbulence phases as the number of actuators is finite. This is known as the “fitting error”. The controller is the main 

element capable of determining the deformable mirror appropriate signal to each actuator. The influence of an actuator 

displacement in the Shack-Hartmann CCD is presented in Figure 2.  

3. ADAPTIVE OPTICS FEEDBACK CONTROL 

The main aim in Adaptive Optics has been compensating the turbulent phase of the incoming light due to the 

atmosphere. Considering the effects of the atmosphere as an external disturbance, the traditional block diagram of the 

control loop developed in Adaptive Optics is shown in Figure 3. In this scheme, a zonal control is proposed. 



 

 
 

 

 

Figure 2. Spot displacement in a Shack-Hartmann sensor with 20x20 subapertures (right) due to the activation of a single 

Deformable Mirror actuator with 21 x 21 actuators (left) when a plane wavefront is received. OOMAO toolbox16. 

 

 

Figure 3. Block diagram of an Adaptive Optics control system. 

Let m/2 the number of lenslets in the sensor and n the number of actuators in the DM. The WFS measures the distorted 

wavefront and computes the mx1 centroids. The PI Interaction Matrix is the Pseudo Inverse of the rectangular Interaction 

Matrix that describes the linear dependences between the wavefront measurements and the corresponding actions of the 

deformable mirror. It is obtained through the measurement of the spots distribution when the different actuators of the 

deformable mirror are successively driven (poking the single actuator). The Interaction Matrix is then inverted using 

Single Value Decomposition with truncation. The Interaction Matrix turns the information of the sensor space 

(centroids) into actions in the actuator space (deformable mirror signal). As a result, a Multiple-Input Multiple-Output 

(MIMO) control is developed. The interaction among actuators is considered through the influence function.  

Despite of existing different control strategies, only Proportional-Integral controller (PI) and, more recently, LQG 
algorithm have been successfully applied to the Adaptive Optics problem. In the next subsections the basis of both 

algorithms are explained. 

3.1 PI control 

A Proportional-Integral (PI) algorithm is a feedback control strategy widely used in most industrial control systems. The 

key idea is computing the controller output (electronic signal to the deformable mirror actuators) based on the error value 

e(t). For the Adaptics Optics field, it can be defined as: 

𝑒(𝑡) = 𝑟𝑒𝑓(𝑡) − 𝑐𝑒𝑛𝑡(𝑡), (1) 



 

 
 

 

where ref(t) is a mx1 vector of the reference centroids for an undistorted wavefront, cent(t) is a mx1 vector of the 

measured centroids and e(t) a mx1 vector of each centroid’s error. Then, the PI control structure can be defined as 

follows: 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖∫𝑒(𝑡)𝑑𝑡, (2) 

where Kp is the proportional gain, Ki the integral gain and u(t) is a mx1 controller’s output vector. Ki can be also defined 

through the integral time (Ti) 

𝐾𝑖 =
1

𝑇𝑖
   (3) 

Proportional action sets a controller output proportional to the existing error. Otherwise, the integral term increases the 

actuation not only considering the error but also the time for which it has persisted. The response of the system as well as 
the stability must be analysed in order to tune the controller parameters. An example of the application of PID controller 

in AO is shown in Figure 4. 

 

 

Figure 4. Original distorted wavefront phase (left) vs. corrected wavefront phase (rigth) simulated for a ten meters’ 

telescope with a 20x20 lenslet array and 240x240 CCD wavefront resolution. 21x21 actuators’ deformable mirror. PI 

controller Kp=1 and Ki = 0.582. OOMAO toolbox16. 

3.2 LQG control 

In this approach the system is represented in its state space form: 

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐺𝑣(𝑡) 

𝑐𝑒𝑛𝑡(𝑡) = 𝐶𝑥(𝑡) + 𝑤(𝑡) 
(4) 

where we consider that the system has m exogenous inputs, r outputs, p process disturbance inputs and  

A = nxn system matrix 

B = nxm control input matrix 

C = rxn observation matrix 

G = nxp system matrix 

x(t) = nx1 state vector  

cent(t) = rx1 output vector 

u(t) = mx1 control vector 

v(t) = px1 ramdom process noise vector 

w(t) = rx1 observation noise. 



 

 
 

 

The state vector is normally taken as a four-dimensional vector (n=4), that includes the deformable mirror and the 

wavefront sensor dynamics and also the atmospheric perturbation dynamics. The output of the system is the vector of 

centroids.  

The assumption for the disturbances variables is that v(t) and w(t) are zero-mean, uncorrelated, Gaussian, white noises, 

that hold 

𝐸{𝑣(𝑡)} = 𝐸{𝑤(𝑡)} = 0 

𝐸{𝑣(𝑡)𝑣𝑡(𝑡)} = 𝑉(𝑡) 

𝐸{𝑤(𝑡)𝑤𝑡(𝑡)} = 𝑊(𝑡) 

 

(5) 

where 𝑉(𝑡) ≥ 0 and 𝑊(𝑡) > 0.  

The objective is to design a feedback control law for u that stabilizes the system and minimizes a cost function designed 

as a tradeoff between the transient response and the control effort. In particular, the cost LQG control function is  

𝐽 = 𝐸 [𝑥𝑡(𝑇)𝐹𝑥(𝑇) +∫ 𝑥𝑡(𝑡)𝑄(𝑡)𝑥(𝑡) + 𝑢𝑡(𝑡)𝑅(𝑡)𝑢(𝑡)𝑑𝑡 
𝑇

0

] (6) 

where E[] denotes the expected value and F and Q are positive semidefinite and R is positive definite. T represents the 

final time and can be finite or infinite. The solution to the minimization problem is  

𝑢(𝑡) = −K𝑐 �̂�(t) (7) 

where 𝑥(t) is an estimate of the state 𝑥(𝑡). It will be assumed that the estimator takes the form of an observer: 

�̇̂�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐾𝑓[𝑦(𝑡) − 𝐶𝑥(𝑡)] (8) 

𝐾𝑓 is the Kalman filter gain, calculated by minimizing the error 𝑒(𝑇) = 𝐸{𝑒𝑇(𝑡)𝑒(𝑡)},where 𝑒𝑓(𝑡) = 𝑥(𝑡) − 𝑥(𝑡), and is 

given by 

𝐾𝑓(𝑡) = 𝑆(𝑡)𝐶
𝑇𝑊−1(𝑡) (9) 

where 𝑆(𝑡) is the variance of the error and can be calculated solving the Riccati equation 

0 = 𝐴𝑆(𝑡) + 𝑆(𝑡)𝐴𝑇 + 𝐺𝑉(𝑡)𝐺𝑇 − 𝑆(𝑡)𝐶𝑇𝑊−1(𝑡)𝐶𝑆(𝑡) (10) 

The gain matrix K𝑐   is: 

𝐾𝑓(𝑡) = 𝑊
−1𝐵𝑇𝑃−1(𝑡) (11) 

𝑃 is a symmetric positive semidefinite matrix which is the solution to the Ricatti equation: 

0 = 𝐴𝑇𝑃(𝑡) + 𝑃(𝑡)𝐴 − 𝑃(𝑡)𝐵𝑅𝐵𝑇𝑃(𝑡) + 𝑄 (12) 

Some works have demonstrated the robustness of this strategy for the control of astronomical adaptive optics 7,12,17. 

 

4. ADRC 

The success of traditional control strategies is mostly based on an accurate knowledge about the system. As a result, the 

more it is known about the mathematical model of the system, the better performance is obtained when applying the 

control algorithms. In the feedback control strategy, widely used in most control applications, a controller manipulates 

the input variable and the output changes to the desirable value. Although in practice the equations that describes how 

the controller works are usually determined empirically, control theory establishes that the dynamics of the physical 
process can be captured mathematically18. Unlike the mathematical control theories, over 90% of industrial control relies 

on the simple proportional-integral-derivative PID type19. It is mainly due to this controller is mostly designed 

empirically and, therefore, a mathematical model of the process is not required. What is more, not only unknown internal 



 

 
 

 

dynamics but also external disturbances must be taken into account when facing the control problem. The question is: 

what do we need to know about the process in order to control it? 

A proper answer was originally proposed by Han in 1998 under the name of Active Disturbance Rejection Control 

(ADRC)9. It represents a rather drastic departure from classical as well as modern control theory. ADRC is considered as 

a control technology that can deal with different uncertainties including coupling of external disturbances, the system 

unmodeled dynamics, the zero dynamics with unknown model and the superadded unknown part of control input20. 
Basically, the unknown dynamics and disturbances of the plant are actively estimates and compensates by an Extended 

State Observer (ESO) 21. Considering a general second order system without time delay described as22: 

�̈� +  𝑎1�̇� + 𝑎0𝑦 = 𝑏(𝑢 + 𝑤), (13) 

where u and y are the input and output respectively. Let w the external disturbance and a1, a0 and b the system 

parameters. In this example, only the order of the system is known. The main idea is defining a f(·) general nonlinear, 

time-varying dynamic function representing the total disturbance including internal (mathematical model) and external 

(disturbance) uncertainties. Expression (13) can be rewritten as: 

�̈� = 𝑏𝑢 + 𝑓, (14) 

where 𝑓 = 𝑏𝑤 − 𝑎1�̇� − 𝑎0𝑦. Now, it is possible to consider f(·) as a new extended state that can be estimated in real time 
using a state observer.  

{
�̇� = 𝐴𝑥 + 𝐵𝑢 + 𝐸𝑓

𝑦 = 𝐶𝑋
, (15) 

where 𝐴 = (
0 1 0
0 0 1
0 0 0

), 𝐵 = (
0
𝑏
0
), 𝐶 = (1 0 0) and 𝐸 = (

0
0
1
), with the state vector defined as 𝑋 = (𝑥1 𝑥2 𝑥3)T 

= (𝑦 �̇� 𝑓)T . The original system is augmented to a new third order system considering 𝑥3 = 𝑓(·). That is, 

𝑓(�̇�, 𝑦,𝑤, 𝑡) is the generalized disturbance and the focus of this control design.  

The next step is applying the observers’ theory to determine the value of the total disturbance f. There are many 

observers proposed in the literature. The Extended State Observer (ESO) proposed by Han in the 1990s is an extension 

of the state observer in control theory23. A state observer provides an estimation of the internal state of a given real 

system from its input and output24. The general structure of an observer is: 

�̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐿(𝑦(𝑡) − 𝐶𝑥(𝑡)), (16) 

with the observer gain 

𝐿 = (𝑙1 𝑙2 𝑙3)
𝑇, 

where �̇�(𝑡) is the state estimation and the matrix L is chosen so that A – LC is Hurwitz. The nth order SISO nonlinear 
control system can be described as: 

𝑥(𝑛)(𝑡) = f (𝑡, 𝑥(𝑡), �̇�(𝑡), … , 𝑥(𝑛−1)(𝑡)) + 𝑤(𝑡) + 𝑢(𝑡), (17) 

which can be rewritten in the canonical form: 

{
 
 

 
 

�̇�1(𝑡) = 𝑥2(𝑡)

�̇�2(𝑡) = 𝑥3(𝑡)
…

�̇�𝑛(𝑡) = 𝑓(𝑡, 𝑥1(𝑡), 𝑥2(𝑡), … , 𝑥𝑛(𝑡)) + 𝑤(𝑡) + 𝑢(𝑡)

𝑦(𝑡) = 𝑥1(𝑡)

 (18) 

The ESO is designed as follows: 

{
 
 

 
 

�̇�1(𝑡) =  𝑥2(𝑡) − 𝛼1𝑔1(�̂�1(𝑡) − 𝑦(𝑡)),

�̇�2(𝑡) =  𝑥3(𝑡) − 𝛼2𝑔2(�̂�1(𝑡) − 𝑦(𝑡)),

⋮
�̇�𝑛(𝑡) =  𝑥𝑛+1(𝑡) − 𝛼𝑛𝑔𝑛(�̂�1(𝑡) − 𝑦(𝑡)) + 𝑢(𝑡),

�̇�𝑛+1(𝑡) = −𝛼𝑛+1𝑔𝑛+1(�̂�1(𝑡) − 𝑦(𝑡))

 (19) 



 

 
 

 

where  𝛼𝑖 are the tuning parameters, 𝑔𝑖 are nonlinear functions �̇�𝑖(𝑡) are the approximation of the states, �̇�𝑛+1 is the 

extended state f(·,t ) + w(t),  𝑢(𝑡) is the control input and 𝑦(𝑡) is the output (measurement). Choosing the appropriate 

values of 𝑔𝑖 and 𝛼1 make the recovery of the states as well as the extended states possible.  

In addition, the first proposal introduced by Han included a Tracking Differentiator (TD) system. The main aim was 

using the derivative part (D) of the PID controller in presence of noise. It is well known that the derivative term can 

significantly improve the capability and transient performance of the control system. However, the derivative error is not 

easy to measure and the classical differentiation most often magnifies the noise. To overcome this difficulty, Han 
proposed a noise tolerant tracking differentiator: 

{

𝑥1̇(𝑡) = 𝑥2 (𝑡)

𝑥2̇(𝑡) = 𝑟2𝑓(𝑥1(𝑡) − 𝑣(𝑡),
𝑥2(𝑡)

𝑟
)
, (20) 

where r is the tuning parameter and f(·) is an appropriate nonlinear function. The effects of applying the tracking 

differentiator is shown in Figure 5. 

 

Figure 5.Response of a system affected by gaussian noise (left) and the application of the tracking differentiatior (right) 

proposed by Han. 

All these elements introduced by Han are used to design a feedback control scheme as shown in Figure 6. The control 

purpose is to design an output feedback control law that drives the output of the system to track a given reference signal 

v(t). The first step is to design the tracking differentiator to avoid magnifying measured noise. Then, it is necessary to 

estimate through the ESO the system state and the “total disturbance”. Finally, the feedback control compensates the 
total disturbance.  

As a result, ADRC developed by Han has two fundamental breakthroughs: the idea of the canonical form and the use of 

and the concept of extended state or total disturbance21. The control of a complex nonlinear, time-varying and uncertain 

process is reduced to a simple problem by a direct and active estimation and rejection (cancellation) of the generalized 

disturbance. The main advantage is that not analytical expression of f(y,y’,w,t) is necessary here. Only the order of the 

differential equation of the system should be known.  



 

 
 

 

 

Figure 6. Topology of Aactive Disturbance Rejection Control (ADRC) proposed by Han. 

5. ADRC CONTROL IN ADAPTIVE OPTICS 

Adaptive Optics control has to deal with different uncertainties. Although traditional control strategies have led to 

acceptable results, more research is needed in order to improve the performance of the control loop in terms of Strehl 

Ratio. The main system is formed by a Subsystem 1 which turns the position of the actuators into a wavefront signal. It 

could be understood as if a plane wavefront reaches the deformable mirror, obtaining a new wavefront due to the current 

shape of the actuator. In order to model this subsystem, the Interaction Matrix could be considered.  Nevertheless, the 

incoming wavefront (main disturbance) also affects the output of the system. An initially plane wavefront becomes 

distorted due to different optical path lengths because of the atmospheric turbulence. As the light propagates, effects of 

the turbulent regions accumulate, so by the time that the wavefront reaches the ground, it has developed a random phase 
error. Either measuring or trying to predict the evolution of the atmosphere is not still feasible in order to include this 

information in a control strategy. As a result, the output will be formed by the addition of both Subsystem 1 and the 

atmosphere disturbance. The main system is presented in Figure 7. 

 

Figure 7. Scheme of the main system in the Adaptive Optics control loop. 

However, not only the incoming wavefront but also another kind of disturbances can also affect the control of the 

system. The Shack Hartmann sensor introduces several noise sources such as readout noise or photonic noise. 

Consequently, it will affect the measure process as well as the calibration of the Interaction Matrix and its pseudo 

inverse. Time delays or sampling error must be also considered. Moreover, in order to reach a certain positions to correct 

the incoming wavefront, some actuators of the deformable mirror could saturate. It is another undesirable effect that is 

not usually taken into accoun when traditional control structures are applied.  

All those facts make the Active Disturbance Rejection Control an appropriate control strategy to deal with the Adaptive 

Optics control. On the one hand, an initial system could be defined as the Interaction Matrix obtained through the initial 



 

 
 

 

calibration. Then, the key idea is that all the uncertainties as well as the external disturbances will be considered as an 

extended state or the total disturbance. A MIMO control strategy would be defined. The scheme of the proposal is shown 

in Figure 8. In this case, the tracking differentiator originally proposed by Han has not been included as the reference 

signal should keep constant (a plane wavefront).  

 

Figure 8. ADRC control block diagram for Adaptive Optics. 

6. CONCLUSIONS AND FUTURE RESEARCH 

The main objective of this paper was proposing the Active Disturbance Rejection Control as a strategy to deal with the 

Adaptive Optics problem. Currently, different control algorithms such as PID or LQG controllers are being applied. 

However, the performance of these systems is highly affected by the presence of disturbances (specifically, the input 

distorted wavefront) and several uncertainties when modelling dynamics. On the one hand, ADRC could afford the 

divergences between the proposed model and the real system. Moreover, the effects of some nonlinearity such as 

saturation of the actuators, dead time or even noise sources could be minimized. In conclusion, ADRC may be a strategy 
capable of improving the Adaptive Optics control problem without the need for an accurate mathematical model of the 

system or the wavefront distortion. The effect of the atmosphere turbulence can be estimated online with the Extended 

State Observer and being used to decouple the system from the disturbances. Furthermore, ADRC could be used not only 

for zonal control but also for modal control. It is a preliminary study and further research including the design of the 

ADRC strategy and the Extended State Observer (ESO), as well as some numerical simulations will be necessary to 

determine the feasibility of the algorithm in the Adaptive Optics problem. 
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