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Green Flash @ AO4ELT5

1) Biasi et al. “FPGA based microserver for high performance real-time computing in AO” 
[P3055]

2) Reeves et al. “The Green Flash Real-Time simulator” [P1052]

3) Perret et al. “A generic and scalable heterogeneous architecture for real-time computing 
and performance measurements in AO” [P3037]

4) Doucet et al. “Efficient supervision strategy for tomographic AO systems on ELTs” 
[P3054]

5) Bernard et al. “A GPU based RTC for the E-ELT AO: RTC prototype” [P3045]

6) Jenkins et al. “ELT scale real-time control on Intel Xeon Phi and manycore CPUs” 
[P3036]

7) Ferreira et al. “ROKET: erROr breaKdown Estimation Tool for adaptive optics systems” 
[P1057] 

8) Vidal et al. “MICADO SCAO numerical simulations” [P1056]

9) Petit et al. “RTC strategies for Harmoni SCAO and LTAO modes” [P3035]
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What this is about … really

 Find the best trade-off for ELT sized AO systems RTC
– Comprehensive assessment of existing technologies

– Development of new custom solutions for comparison

– Propose new development processes to reduce cost and increase 
maintainability

 Build one or several full featured RTC prototype at the largest 
scale possible
– Technology down-selection from a number of criteria : 

performance, cost, compliance to standards, obsolescence, 
maintainability

– State of the art systems to be assessed in the lab, with a simulator
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Assessing new HPC concepts
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AO RTC concept
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AO RTC concept : RT simulator
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Real-time simulator concept

 2 modes : simulation rate / real-time rate
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Real-time simulator concept

 Data store concept
– PCIe carrier with 4 SSDs

(up to 12 GB/s)
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Real-time simulator SW

 COMPASS simulator

– GPU based, scalable, 
versatile, very fast !
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AO RTC concept : data pipeline
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FPGA solutions : µXcomp



 

FPGA solutions: status



 

FPGA solutions: µserver concept

 Based on Arria 10 but no 
HMC

 To be used as a main unit 
in a cluster
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RT data pipeline with GPUs

 Prototype using latest generation GPU server
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RT data pipeline with GPUs

 Prototype using latest generation GPU server
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Persistent kernels 
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Multi-GPU prototype
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Persistent kernels
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Persistent kernels
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RT data pipeline with Xeon Phi
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Xeon Phi solution
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Xeon Phi prototype



25

Xeon Phi testing facility
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RT data pipeline with COTS FPGA
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COTS FPGA solution
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COTS FPGA cluster
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AO RTC concept : smart interconnect
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Smart interconnect concept
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Smart interconnect concept

 Eased devel.
process
using the
QuickPlay
tool from
PLDA
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QuickPlay
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Smart interconnect prototype

 Link with high level API / application
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Smart interconnect prototype

 Link with high level API / application
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Smart interconnect prototyping

 Single generic design / multiple target boards
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AO RTC concept : supervisor
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Loop supervision module

Mix of cost function optimization for parameters identification (“Learn” 
process) and linear algebra for reconstructor matrix computation 
(“apply” process)
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Loop supervision module

Parameters identification (“Learn” process)

 Fitting measurements covariance matrix 
on a model including system and 
turbulence parameters

 Using a score function

 Levenberg-Marquardt algorithm for 
function optimization

 Exemple of turbulence profile 
reconstruction

 Dual stage process (5 layers + 40 layers)
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Loop supervision module

Performance for parameters identification (“Learn” process)

Multi-GPU process, including matrix generation and LM fit

Time to solution for a matrix size of 86k :240s (4 minutes)

– first pass (5 layers) : 25s

– Second pass (40 layers) : 213s
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Loop supervision module

Performance for parameters identification (“Learn” process)

Multi-GPU process, including matrix generation and LM fit

Time to solution for a matrix size of 86k : 

– first pass (5 layers) : 25sec

– Second pass (40 layers) : 213sec
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Loop supervision module

Reconstructor matrix computation (“apply” process)

 Compute the tomographic reconstructor matrix using covarince 
matrix between “truth” sensor and other WFS and invert of 
measurements covariance matrix

 Can use various methods. “Brute” force : direct solver

 Standard Lapack routine : “posv” : mostly compute-bound, high 
level of scalability

 Highly portable code : explore various architectures by using 
standard vendor provided maths libraries
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Loop supervision module

Performance for reconstructor matrix computation (“apply” process)

Comparing last generation of GPU (NVIDIA P100) and last generation 
of Intel Xeon Phi (KNL)

8 GPUs together reach more than 21 TFLOP/s while a single KNL can 
only reach about 1.2 TFLOP/s in peak performance
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Loop supervision module

Performance for reconstructor matrix computation (“apply” process)

Comparing last generation of GPU (NVIDIA P100) and last generation 
of Intel Xeon Phi (KNL)

GPUs can deliver better peak perf. (saturation not reached, expect >2.5 
or more) and the NVlink interconnect seems to perform very well
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Loop supervision module

Performance for reconstructor matrix computation (“apply” process)

 Comparing last generation of GPU (NVIDIA P100) and last 
generation of Intel Xeon Phi (KNL)

 Record time-to-solution on DGX-1 : MAORY / HARMONI full scale 
(100k x 100k matrix) : 25sec to compute tomographic reconstructor
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AO RTC concept : SW & MW
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Middleware
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Middleware: ZeroMQ

Unsuitable for RT data pipeline
– Excessive latency x3 budget

– Probably due to 
internal buffering
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Middleware: MPI

Latency & jitter acceptable
– ~5% of budget for small message sizes

– But limited NW hops allowed, some constraints on 
implementation
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Middleware: down-selection
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Middleware: down-selection



 

Summary

Project on track
– PDR occurred in Jan. 2016 and MTR in Feb. 2017 with feedback from 

community

– Prototyping activities are entering final phase with downselection and final 
prototype(s) architecture to be defined by end 2017 during FDR

Collaborations initiated
– Good feedback from the community on different aspects (HPC + 

instrumentation)

– Evaluate the convergence and minimize additional effort

– More than happy to collaborate more !

Excellent feedback for European Commission
– Mid-term progress review in Brussels last week 

Already enhancing the readiness level of commercial solutions
– Contribution to QuickPlay development environment

– Design of innovative FPGA boards (see Roberto's poster)
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Green Flash @ AO4ELT5

1) Biasi et al. “FPGA based microserver for high performance real-time computing in AO” 
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