Image and sound processing for the creation of  a Virtual Acoustic Space for the Blind People
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Abstract


This paper summarizes our research towards the achievement of a new perception mechanism for the brain, using hearing only to obtain a real neuronal map of the space surrounding the user, and is of direct application to the blind people. A brief description of the idea is given, based on the simulation of a large number of sound sources located at the positions where a machine vision system has found an object. A working prototype is conceptually described, broken down into subsystems in charge of vision and acoustics. The vision subsystem captures the configuration of the surrounding space (Distances, colours, etc.), and the acoustic subsystem simulates the corresponding sound sources by use of headphones and Head Related Transfer Functions (HRTF). A number of previous systems are referenced and the results reported of related experiments, which tested the responses of blind people to one simulated source and 32 real sound sources.
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Introduction


From both a physiological and a psychological point of view, the existence of three senses capable of generating the perception of space (vision, hearing and touch) can be considered. They all use comparative processes between the information received in spatially separated sensors, complex neural integration  algorithms then allow the three dimensions of our surroundings to be perceived and “felt”[1]. Therefore not only light but also sound can be used for carrying spatial information to the brain, and thus, to create the psychological perception of space[2].


The basic idea of this project could be intuitively imagined as trying to emulate, using virtual reality techniques, the continuos stream of information flowing to the brain through the eyes, coming from the objects which define the surrounding space, and being carried by the light which illuminates the room. In this schema two slightly different images of the environment are formed on the retina with the light reflected by surrounding objects, and processed by the brain in order to generate its perception. The proposed analogy consists in simulating the sounds that all objects in the surrounding space would generate, these sounds being capable of carrying enough information, despite source position, to allow the brain to create a three-dimensional perception of the objects in the environment and  their spatial arrangement, after modelling their position, orientation and relative depth.


This simulation will generate a perception equivalent to covering all surrounding objects (doors, chairs, windows, walls, etc.) with small loudspeakers sounding accordingly with some physical characteristic (colour, texture, light level, etc.). In this situation, the brain can access this information together  with the sound source position, using its natural capabilities.  The overall hearing of all sounds will allow the (blind) person to achieve an idea of how are his surroundings, and how are them organized, up to the point of being capable of understanding and moving in it as through he were seeing them.


Much work has been done on the application of technical aids for the handicapped, and particularly for the blind. This work can be divided into two broad categories: Orientation providers (both at city and building level) and obstacle detectors. The former has been investigated throughout the world, a good example being the MOBIC project, which supplies positional information obtained from both a GPS satellite receiver and a computerized cartography system. There are also many examples of the latter group, using all kinds of sensing devices for identifying obstacles (ultrasonic, laser, etc.), and informing the blind user by means of simple or complex sounds. The “Sonic Path Finder” prototype developed by the Blind Mobility Research Group, University of Nottingham, should be specifically mentioned here.


Our system fulfills the features of the first group because it can provide its users with an orientation capability, but goes much further by building a perception of space itself at neuronal level [3] which can be used by the blind person not only as a guide for moving, but also as a way of creating a brain map of how his surrounding space is organized.


A very successful qualified precedent of our work is the KASPA system [4], developed  by Dr. Leslie Kay and commercialized by SonicVisioN, This system uses an ultrasonic transmitter and three receivers with different directional responses. After suitable demodulation, acoustic signals carrying spatial information are generated, which can be learnt after some training by the blind user. Other systems have also tried to perform the conversion between image and sound, such as the system invented by Mr. Peter Meijer (PHILIPS), which scans the image horizontally in a temporal sequence; every pixel of a vertical column contributes a specific tone with an amplitude proportional to its grey level.


The objective of our work is to develop a prototype capable of capturing a three-dimensional description of the surrounding space, as well as others characteristics such as colour, texture, etc., in order to perform a translation into binaural sonic parameters, virtually allocating a sound source to every position of surrounding space, and performing this task in real time, i.e. fast enough in comparison with the brain’s perception speed, to allow training with simple interaction with the environment.


Prototype Description


Figure 1 shows a two-dimensional example of the way in which the prototype should work in order to perform the desired transformation between space and sound. In drawing a) a very simple example environment, a room with a half open door and a corridor (It is really the author’s office). The user is standing near the window, looking at the door.  Drawing b) shows the result of dividing the field of view into 32 stereopixels which  actually represent the horizontal resolution of the vision system, providing more detail at the centre of the field in the same way as the human vision. Drawing c) shows the description of the surroundings, obtained by calculating the average depth (or distance) of each stereopixel. This description will be virtually converted into sound sources, located at every stereopixel distance, thus producing a perception depicted in drawing d), where the major components of the surrounding space can be easily recognized (The room itself, the half open door, the corridor, etc.)


This example contains the equivalent of just one acoustic image, constrained to two dimensions for ease of representation. The real prototype will produce about ten such images per second, and include a third (vertical) dimension, enough for the brain to build a real (neuronal based) perception of the surroundings.
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Fig.1.- Two-dimensional example of the system behaviour


Two completely different signal processing areas are needed for the  implementation of a system capable of performing this simulation. First, it is necessary to capture information on the surroundings, basically a depth map with simple attributes such as colour or texture. Secondly, every depth has to be converted  into a virtual sound source, with sound parameters coherently related to the attributes and located in the spatial position contained in the depth map. All this processing has to be completed in real time with respect to the speed of human perception, i.e. approximately ten times per second.


Figure 2 shows a conceptual diagram of the technical solution we have chosen for the prototype development.
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Fig. 2.- Prototype conceptual diagram.





The overall system has been split into two subsystems: vision and acoustic. The former is in charge of capturing the shape and characteristics of the surrounding space, and the second is responsible for simulating the sound sources as if they were located where the vision system has measured, their sounds depending on the selected parameters, both reinforcing the spatial position indication and also carrying colour, texture, or light- level information. Both subsystems are linked using a TCP-IP ethernet link.


The Vision Subsystem


A stereoscopic machine vision system has been selected for the surroundings data capture [5]. Two miniature colour cameras are to be glued to the  mount  of  conventional spectacles, which will be worn by the blind person using the system. The set will be calibrated in order to calculate absolute depths. In the prototype system, a feature-based method is used to calculate a disparity map. First of all, the vision subsystem obtains a set of corner features all over each image, and the matching calculation is based on the epipolar restriction and the similarity of the grey level in the neighbourhood of the selected corners. The map is sparse but it can be obtained in a short time and contains enough information for the overall system to behave correctly [6].


The vision subsystem hardware is based on a high-performance PC computer, (PENTIUM II, 300 MHz), with a frame grabber board from MATROX, model GENESIS featuring a C80 DSP. 


The Acoustic Subsystem


The virtual sound generator uses the Head Related Transfer Function (HRTF) technique in order to spatialize sounds [7]. For each position in space a set of two HRTFs are needed, one for each ear, so that the interaural time and intensity difference cues, together with the behaviour of the outer ear are taken into account. In our case we are using a  reverberating environment, so the measured impulse responses would also include the information related to the echoes in the room. HRTF’s are measured as the responses of miniature microphones (placed in the auditory channel) to a special measurement signal (MLS)[8]. Also the transfer function of the headphones is measured in the same way, in order to equalise its contribution.


Having measured those two functions, the HRTF and the Headphone Equalising Data, properly selected or designed sounds can be filtered and presented to both ears, obtaining the same perception as if the sound source were placed in the position from where the HRTF was measured.


Two approaches are available for the acoustic subsystem. In the first one sounds can be processed off-line, using HRTF information measured with reasonable spatial resolution, and stored in the system memory ready to be played. The second method is to have only the original sounds stored and to perform real-time filtering using the available DSP processing power. This second approach has the advantage of allowing the use of a much large variety of sounds, making it possible to include colours, textures, grey level, etc., information in the sound, at the expense of requiring a higher number of DSPs, directly related to the number of sound sources to be simulated. In both cases all the sounds are finally added together at each ear.


The acoustic subsystem hardware is based in a HURON workstation, (Lake DSP, Australia), an industrial range PC system (PENTIUM 166) featuring both an ISA bus plus a very powerful HURON Bus, which can handle up to 256 channels, using time division multiplex at a sample rate of up to 48 kHz, 24 bits per channel. The HURON bus is accessed by a number of boards containing four 56002 DSPs each, and also by input and output devices (A/D, D/A) connected to selected channels. We have configured our HURON system with eight analogue inputs (16 bits), forty analogue outputs (18 bits), and 2 DSPs boards.   


Previous Experiments and Preliminary Results 


As a part of our research project, we have undertaken three experiments which confirm the viability of the overall idea described in the introduction. These experiments were conducted with both blind and normally sighted people in acoustically optimized environments. 


In the first experiment we put together the know how needed for the simulation of one sound source in the space. We selected the more adequate sounds to obtain correctly behaved perceptions and checked them against the blind people, confirming that the simulation of one sound source was correctly obtained. We also found that blind people still having a visual cortex report visual sensations when stimulated with adequately designed sounds. 


The second experiment involved the perception of two sound sources spatially and temporarily very close together. We found that by using appropriate sounds, time delays below 2 milliseconds were enough to perceive the existence of the two sources.


The third experiment consisted in creating 32 real sound sources, built by power amplifying the outputs of the HURON workstation and carrying their output to 32 loudspeakers spatially distributed as a 8x4 matrix, and making them to sound sequentially with the sounds and delays selected from the results of the second experiment, describing spatial shapes. We found that blind people can perceive spatial shapes and clearly note its physical distribution.


Conclusions


Clearly the results of this work will provide blind people with a technical aid capable of allowing them to perceive their surroundings faster and more deeply than with their hands or long canes, because all the information will be available in parallel to the brain, exactly as with the vision. 


We have developed a non-portable prototype, now near completion, which will be used both as a validation system and as an optimization and research tool, in order to be capable of performing the technology transfer to the manufacturers interested in developing and commercializing an end-product based on this idea. 
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