Development of a new space perception system for blind people, based on the creation of a virtual acoustic space.
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Abstract. The aim of the project is to give blind people more information about their immediate environment than they  get using traditional methods. We have developed a device which captures the form and the volume of the space in front of the blind person and sends this information, in the form of a sounds map, to the blind person through headphones in real time. The effect produced is comparable to perceiving the environment as if the objects were covered with small sound sources which are continuously and simultaneously emitting signals. An experimental working prototype has been developed, which has allowed us to validate the idea that it is possible to perceive the spatial characteristics of the environment. The validation experiments have been carried out with the collaboration of blind people and to a large extent, the sound perception of the environment has been accompanied by simultaneous visual evocation, this being the visualisation of luminous points (phophenes) located at the same positions as the virtual sound sources.   

This new form of global and simultaneous perception of three-dimensional space via a sense, as opposed to vision, will improve the user’s immediate knowledge of his/her interaction with the environment, giving the person more independence of orientation and mobility. It also paves the way for an interesting line of research in the field of the sensory rehabilitation, with immediate applications in the psychomotor development of children with congenital blindness.
1 Introduction
From both a physiological and a psychological point of view, the existence of three senses capable of generating the perception of space (vision, hearing and touch) can be considered. They all use comparative processes between the information received in spatially separated sensors, complex neural integration  algorithms then allow the three dimensions of our surroundings to be perceived and “felt” [2]. Therefore, not only light but also sound can be used for carrying spatial information to the brain, and thus, creating the psychological perception of space[14].

The basic idea of this project can be intuitively imagined as trying to emulate, using virtual reality techniques, the continuous stream of information flowing to the brain through the eyes, coming from the objects which define the surrounding space, and being carried by the light which illuminates the room. In this scheme two slightly different images of the environment are formed on the retina with the light reflected by surrounding objects, and processed by the brain in order to generate its perception. The proposed analogy consists of simulating the sounds that all objects in the surrounding space would generate, these sounds being capable of carrying enough information, despite source position, to allow the brain to create a three-dimensional perception of the objects in the environment and their spatial arrangement, after modelling their position, orientation and relative depth.

This simulation will generate a perception which is equivalent to covering all surrounding objects (doors, chairs, windows, walls, etc.) with small loudspeakers emitting sounds according to their physical characteristics (colour, texture, light level, etc.). In this situation, the brain can access this information together  with the sound source position, using its natural capabilities.  The overall hearing of all sounds will allow the blind person to form an idea of what his/her surroundings are like, and how they are organised, up to the point of being capable of understanding and moving in it as though he could see them.

A lot of work has been done on the application of technical aids for the handicapped, and particularly for the blind. This work can be divided into two broad categories: Orientation providers (both at city and building level) and obstacle detectors. The former has been investigated everywhere in the world, a good example being the MOBIC project, which supplies positional information obtained from both a GPS satellite receiver and a computerised cartography system. There are also many examples of the latter group, using all kinds of sensing devices for identifying obstacles (ultrasonic, laser, etc.), and informing the blind user by means of simple or complex sounds. The “Sonic Path Finder” prototype developed by the Blind Mobility Research Group, University of Nottingham, should be specifically mentioned here.

Our system fulfils the criteria of the first group because it can provide its users with an orientation capability, but goes much further by building a perception of space itself at neuronal level [20,18],  which can be used by the blind person not only as a guide for moving, but also as a way of creating a brain map of how his surrounding space is organised.

A very successful qualified precedent of our work is the KASPA system [8], developed  by Dr. Leslie Kay and commercialised by SonicVisioN, This system uses an ultrasonic transmitter and three receivers with different directional responses. After suitable demodulation, acoustic signals carrying spatial information are generated, which can be learnt, after some training, by the blind user. Other systems have also tried to perform the conversion between image and sound, such as the system invented by Mr. Peter Meijer (PHILIPS), which scans the image horizontally in a temporal sequence; every pixel of a vertical column contributes a specific tone with an amplitude proportional to its grey level.
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The aim of our work is to develop a prototype capable of capturing a three-dimensional description of the surrounding space, as well as other characteristics such as colour, texture, etc., in order to translate them into binaural sonic parameters, virtually allocating a sound source to every position of surrounding space, and performing this task in real time, i.e. fast enough in comparison with the brain’s perception speed, to allow training with simple interaction with the environment.

2 Material and Methods

2.1 Developed system

 A two-dimensional example of the way in which the prototype can work in order to perform the desired transformation between space and sound is shown in Figure 1. In the upper part there is a very simple example environment, a room with a half open door and a corridor. The user is standing near the window, looking at the door.  Drawing b, shows the result of dividing the field of view into 32 stereopixels which  actually represent the horizontal resolution of the vision system, (however the equipment could work with an image of 16 x 16 and 16 depth) providing more detail at the centre of the field in the same way as  human vision. The description of the surroundings is obtained by calculating the average depth (or distance) of each stereopixel. This description will be virtually converted into sound sources, located at every stereopixel distance, thus producing a perception depicted in drawing c, where the major components of the surrounding space can be easily recognised (The room itself, the half open door, the corridor, etc.)

This example contains the equivalent of just one acoustic image, constrained to two dimensions for ease of representation. The real prototype will produce about ten such images per second, and include a third (vertical) dimension, enough for the brain to build a real (neuronal based) perception of the surroundings.

Two completely different signal processing areas are needed for the  implementation of a system capable of performing this simulation. First, it is necessary to capture information of the surroundings, basically a depth map with simple attributes such as colour or texture. Secondly, every depth has to be converted  into a virtual sound source, with sound parameters coherently related to the attributes and located in the spatial position contained in the depth map. All this processing has to be completed in real time with respect to the speed of human perception, i.e. approximately ten times per second.
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 Fig. 2.- Conceptual diagram of the developed prototype.

Figure 2 shows a conceptual diagram of the technical solution we have chosen for the prototype development. The overall system has been divided into two subsystems: vision and acoustic. The former  captures the shape and characteristics of the surrounding space, and the second  simulates the sound sources as if they were located where the vision system has measured them. Their sounds depend on the selected parameters, both reinforcing the spatial position indication and also carrying colour, texture, or light-level information. Both subsystems are linked using a TCP-IP Ethernet link.

2.2 The Vision Subsystem
A stereoscopic machine vision system has been selected for the surrounding data capture[12]. Two miniature colour cameras are glued to the frame of  conventional spectacles, which will be worn by the blind person using the system. The set will be calibrated in order to calculate absolute depths. In the prototype system, a feature-based method is used to calculate a disparity map. First of all, the vision subsystem obtains a set of corner features all over each image, and the matching calculation is based on the epipolar restriction and the similarity of the grey level in the neighbourhood of the selected corners. 

The map is sparse but it can be obtained in a short time and contains enough information for the overall system to behave correctly.

The vision subsystem hardware is based on a high-performance PC computer, (PENTIUM II, 300 MHz), with a frame grabber board from MATROX, model GENESIS featuring a C80 DSP. 

2.3   The Acoustic Subsystem

The virtual sound generator uses the Head Related Transfer Function (HRTF) technique  to spatialize sounds [5]. For each position in space, a set of two HRTFs are needed, one for each ear, so that the interaural time and intensity difference cues, together with the behaviour of the outer ear are taken into account. In our case, we are using a  reverberating environment, so the measured impulse responses would also include  information about the echoes in the room. HRTF’s are measured as the responses of miniature microphones (placed in the auditory channel) to a special measurement [1] signal (MLS). The transfer function of the headphones is also measured in the same way, in order to equalise its contribution.

Having measured these two functions, the HRTF and the Headphone Equalizing Data, properly selected or designed sounds  (Dirac deltas) can be filtered and presented to both ears, the same perception being achieved as if the sound sources were placed in the same position from where the HRTF was measured.

Two approaches are available for the acoustic subsystem. In the first one, sounds can be processed off-line, using HRTF information measured with reasonable spatial resolution, and stored in the memory system ready to be played. The second method is to only store the original sounds  and to perform real-time filtering using the available DSP processing power. This second approach has the advantage of allowing the use of a much larger variety of sounds, making it possible to include colours, textures, grey level, etc. The information in the sound, at the expense of requiring a higher number of DSPs, is directly related to the number of sound sources to be simulated. In both cases all the sounds are finally added together in each ear.

The acoustic subsystem hardware is based on a HURON workstation, (Lake DSP, Australia), an industrial range PC system (PENTIUM 166) featuring both an ISA bus plus a very powerful HURON Bus, which can handle up to 256 channels, using time division multiplex at a sample rate of up to 48 kHz, 24 bits per channel. The HURON bus is accessed by a number of boards containing four 56002 DSPs each, and also by input and output devices (A/D, D/A) connected to selected channels. We have configured our HURON system with eight analogue inputs (16 bits), forty analogue outputs (18 bits), and 2 DSPs boards.   

2.4   Subjects and experimental conditions

The experiments were carried out on 6 blind subjects and 6 sighted volunteers, the ages ranged between 16-52. All 6 blind subjects were completely blind (absence of light perception) as the result of peripheral lesion, but were otherwise neurologically normal. They all lost their sight as adults having had normal visual function before. The results obtained from late blind subjects were compared to each other as well as to measurements taken from the 6 healthy, sighted young volunteers  with closed eyes in all the experimental conditions. All the subjects included in both experimental groups described above were selected according to the results of an audiometric control. The acoustic experimental stimulus generated was a burst of 6 Dirac deltas spaced at 100 msec and the subjects indicated the apparent spatial position by calling out numerical estimates of apparent azimuth and elevation, using standard spherical coordinates. This acoustic stimulus were generated to simulate a set of five virtual positions covering a 90-deg range of azimuths and elevation from 30 deg below the horizontal plane to 60 deg above it. The depth or Z was studied by placing the virtual sound at different distances of up to 4 meters, which were divided into five intermediate positions in a logarithmic arrangement, from the subjects.

2.5   Data analysis

The data obtained from both experimental groups (blind people as well as sighted subjects)  were evaluated by analysis of variance (ANOVA), comparing the changes in the response  following the change of virtual sound sources. This was followed by post-hoc comparisons of  both group values using  Bonferroni's Multiple Comparison Test.

3   Results

Having discarded the real impossibility of distinguishing between real sound sources and their corresponding  virtual ones, for blind as well as for the visually enabled controls, we  tried to determine the capability of locating blind people's virtual sound sources with regard to sighted controls. Without having had any previous experience, we carried out  localisation of spatialized virtual sound tests in both groups, each one lasted 4 seconds.We found significant differences in blind people as well as in the sighted group when the sound came from different azimuthal positions, (see figure 3). However, as can be observed in this graph, blind people detected the position of the source with more accuracy han  people with normal vision.  

[image: image2.emf]Distance (Z) virtual sound


yes


no


yes


no


0


25


50


75


100


Blind


Sighted controls


**


Response


% Accuracy




Distance (Z) virtual sound

yesnoyesno

0

25

50

75

100

Blind

Sighted controls

**

Response

% Accuracy




When the virtual sound sources were arranged in a vertical position, to evaluate the discrimination capacity in elevation, one can see that there were significant [image: image3.wmf]User

User

Corridor

b)

c)

Door

Door

Room

User

Corridor

a)

Room

differences amongst the  blind group, which did not  exist in the control group (see figure 4). 

Figure 5 shows that both groups can distinguish the distances well, nevertheless, only the group of blind subjects showed significant differences.The results in the initial tests using simultaneous multiple, virtual or real sounds showed that, fundamentally in blind subjects, it is possible to generate the perception of a spatial image from the spatial information contained in sounds,. The subjects can perceive complex tridimensional aspects from this image, such as: form, azimuthal and vertical dimensions, surface sensation, limits against a silent background, and even  the presence of several spatial images related to different objects. This perception seems to be accompanied by an impression of  reality, which is a vivid constancy of the presence of the object we have attempted to reproduce. It might be interesting to mention that, in some subjects, the tridimensional pattern of sound-evoked perceptions had mental representations which were subjectively described as being more similar to the visual images than to the auditive ones.  Presented in a general way, and considering that the objects to be perceived are punctual shapes or they change from punctual shapes into, mono, bi and three-dimensional shapes (which include, horizontal or vertical lines, concave or convex, isolated or grouped flat and curved surfaces composing figures, e.g., squares, or columns or parallel rows, etc.),  the following observed aspects stand out:

· An object located in the field of the user's perception, generated from the received sound information, can be described and therefore perceived, in significant spatial aspects like; their position, their distance and the dimensions in the horizontal and vertical axes and even in the axis z of depth.   

· Two objects separated by a certain distance, each one inside the perceptual field captured by the system, can be perceived  in their exact positions, regardless of their relative distances from each other.

· After a brief period of time, which is normally immediate, the objects in the environment are perceived in their own spatial disposition in a global manner, and the final perception is that all the objects appear to be inside a global scene.  

This suggests that the blind can, with the help of this interface,  recognise the presence of a panel or rectangular surface in its position, at its correct distance, and with its dimensions of width and height. The surface structure of spatial continuity e.g. door, window, gap etc are also perceived. Two parallel panels forming the shape of a corridor  are perceived as two objects, one on each side, with their vertical dimensions and  depth, and that there is a space between them where one can go through,

In an attempt to simulate the everyday tasks of the blind we created a dummy and a very simple experimental room. It was possible for  the blind to be able to move, without relying on touch, in this space and he/she could extract enough information to then give a verbal global image, graphically described (see figure 6), including its general disposition to the starting point, the presence of the walls, his/her relative position, the existence of a gap simulating a window in one of them, the position of the door, the existence of a central column, perceived in its vertical and horizontal dimensions. In summary,  it was possible to move freely everywhere in the experimental room.  

[image: image4.emf]Elevation (virtual sound)


yes


no


yes


no


0


25


50


75


100


Blind


Sighted Controls


**


Response


% Accuracy







Elevation (virtual sound)

yesnoyesno

0

25

50

75

100

Blind

Sighted Controls

**

Response

% Accuracy

It is very important to remark that in several blind people the sound perception of the environment has been accompanied by simultaneous visual evocation, consisting of punctate spots of light, (phophenes) located in the same positions as the virtual sound sources. Phoshenes did not flicker, so this perception gives a great impression of reality and is described, by the blind, as visual images of the environment.

4   Discussion

Do blind people develop the capacities of their other remaining senses to higher level than those of sighted people?. This has been a very important question of debate for a long time. Anecdotal evidence in favour of this hypothesis abounds and a number of systematic studies have provided experimental evidence for compensatory plasticity in blind humans, [15], [19], [16]. Other authors have often argued  that  blind individuals should also have perceptual and learning disabilities in their other senses such as the auditory system, because vision  is needed to instruct  them, [10], [17].  Thus, the question of whether intermodal plasticity exists has remained one of the most vexing problems in cognitive neuroscience. In the last few years, results of PET and MRI in blind humans indicate activation of areas that are normally visual during auditory stimulation [23],[4] or Braille reading [19]. In most of the cases, a compensatory expansion of auditory areas at the expense of visual areas was observed, [14]. In principle this would suggest that this would result in a finer resolution of auditory behaviour rather than in a reinterpretation of auditory signals as visual ones. However, these findings pose several interesting questions: What is the kind of percept that a blind individual experiences when a 'visual' area becomes activated by an auditory stimulus?, does the co-activation of 'visual' regions add anything to the quality of this sound that is not perceived normally, or does the expansion of auditory territory simply enhance the accuracy of perception for auditory stimuli?.

According to this, our findings suggest that, at least in our sample, blind people present a significantly higher  spatial capability of acoustic localisation than the visually enabled subjects. This capability, which one would  expect,  is more important in Azimuth than in elevation and in distances. Nevertheless, in the latter ones they are statistically significant. These results allow us to sustain the idea of a possible use of the auditory system as a substratum to transport spatial information in visually disabled people and, in fact, the system we have developed using multiple virtual sounds suggests that the brain can generate an image of spatial occupation of an object with its shape, size and three-dimensional location. To form this image the brain needs to receive spatial information about the characteristics of the object’s spatial disposition and this information needs to arrive fast enough so that the flow is not interrupted, regardless of  the sensorial source it comes through.

It seems to be believable that neighbouring cortical areas share certain functional aspects, defined partly by their common projection targets. In agreement with our results, several authors think that the function shared by all sensory modalities seems to be spatial processing [14]. Therefore, a common code for spatial information that can be interpreted by the nervous system has to be used and probably, the parietal areas, in conjunction with the prefrontal areas form a network involved in sound spatial perception and selective attention [6]. 

Thus, to explain our results, it is necessary to consider that signals from many different modalities need to be combined in order to create an abstract representation of space that can be used, for instance, to guide movements. Many authors [3], [6] have shown evidence that the posterior parietal cortex combines visual, auditory, eye position, head position, eye velocity, vestibular, and propioceptive signals in order to perform spatial operations. These signals are combined in a systematic fashion by using the gain field mechanism. This mechanism can represent space in a distributed format that is quite powerful, allowing inputs from multiple sensory systems with discordant spatial frames and sending out signals for action in many different motor co-ordinate frames. Our holistic impression of space, independent of sensory modality, may be embodied in this abstract and in this distributed representation of space in the posterior parietal cortex. These spatial representations generated in the posterior parietal cortex are related to other higher cognitive neuronal activities, including attention.

In conclusion, our results suggest a possible amodal treatment of spatial information and, in situations such as  after the plastic changes which are a consequence of sensorial  deficits, it could have practical implications in the field of sensorial substitution and rehabilitation. Furthermore, contrary to the results obtained from other lines of research  into sensorial substitution [8], [4] the results of this project have been spontaneous, and did not follow any protocol of previous learning, which suggests the high potential of the auditory system and of the human brain provided the stimuli are presented in the most complete and coherent way possible. 

Regarding the appearance of the evoked visual stimuli that we have found when blind people are exposed to spatialized sounds, using the Dirac deltas is very important in this context, since this demonstrates that the proposed method can, without direct stimulus of the visual pathways or visual cortex, generate visual information (phosphenes) which bears a close relationship to the spatial position of the generated acoustic stimuli. The evoked appearance of phosphenes, which has also been found by other authors after the exposition of auditory stimuli, although under other experimental conditions [11], [13], shows that, in spite of their spectacular appearance, this is not an isolated and unknown fact. In most of their cases, the evocation was transitory, with a duration of a few weeks to a few months. Our results are interesting because, in all our cases the evocation has lasted until the present moment, and  the phosphenes are perceived by the subject in the same spatial position as the virtual or real sound source position.

As regards the nature of this phenomenon, there are several possible explanations:       a) Hyperactive neuronal activity can exist  by visual deafferentation in neurones which are able to respond  to visual stimuli as well as auditory stimuli. Several cases have been referred to by authors that support this hypothesis, which probably happens when these neurones receive sounds [11] in certain circumstances in early blindness. It is known that glucose utilisation in human visual cortex is abnormally elevated in blindness of early onset but decreased in blindness of late onset [23]; there is also evidence, found in experimental animals, that in the first few weeks of blindness there is an increase in the number and synaptic density in the visual cortex [24]. However, as in one of our cases a woman who has been blind for 6 years, its explanation according to this theory will require additional data. 

b) The auditory evoked phosphenes could be generated in the retina or in the damaged optic nerve. Page and collaborators [13] suggest the hypothesis that subliminal action potentials whose passing through both lateral geniculate nuclei (LGN) would facilitate the auditorily evoked phosphenes. The LGN is the convergence point with other paths of the central nervous system and especially those which influence other high cognitive neuronal activities. 

c) It is necessary to consider the possibility of a stimulation by a direct connection from the auditory path to the visual one. In this sense, the development of projections from primary and secondary auditory areas to the visual cortex were observed in experimental animals [7]. Furthermore, other authors have described that the generation of phosphenes takes place after the stimulation of areas not directly related with visual perception [22]. And it is possible to hypothesise that the convergence of auditory stimuli as well as visual stimuli in the posterior inferoparietal area  is directly involved in the generation of a spatial representation of the environment perceived through the different sensorial modalities which suggests, as mentioned above, the possibility that at that level the auditory-visual contact can be carried out and the subsequent visual evocation occurs. For this conclusion to be completely valid, neurobiological investigations, including studies of functional neuroimaging, on the  above-mentioned subjects, needs to be performed to clarify this possibility.

The enhanced non visual abilities of blind are hardly capable of replacing, fully the lost sense of vision because of the much higher information capacity of the visual channel. Nevertheless, they can provide partial compensation for the lost function by increasing the spatial information incoming through the auditory system.

Now, our future objectives will be focused on a better delimitation of the observed capabilities, the study of the developed system in dynamic conditions, and the exploration of the possible cortical brain areas involved in this process, using functional techniques. 
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Fig. 6.- A. Schematic representation of  the experimental room, with a particular objects distribution. B. Drawing made by a blind person after a very short exploration, using the developed prototype, without relying on touch.





Fig. 5.- Mean percentages (with standard deviations), of accuracy in response to the virtual sound localisation generated through headphones in distances, Z axis.� ** = p<0.05





Fig. 4.- Mean percentages (with standard deviations), of accuracy in response to the virtual sound localisation generated through headphones in elevation.


  ** = p<0.05








Fig. 3.- Mean percentages (with standard deviations), of accuracy in response to the virtual sound localisation generated through headphones in azimuth.  


** = p<0.05





Fig. 1.- Two-dimensional example of the system behaviour
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